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0. IntroductionTheorem 16a on p. 315 of D. V. Widder's book \The Laplace Transform" says thata C1 function f de�ned on (0;1) is the Laplace transform of a function belonging toL1(0;1) if and only if(0:1) sup��k+1k! jf (k)(�)j : � > 0; k = 0; 1; : : :� <1:If A is a closed operator from a Banach space X into X such that the resolventoperator R(�) = (��A)�1 exists in L(X) for every � > 0, then(0:2) �k+1k! R(k)(�) = (�1)k[�R(�)]k+1and a condition analogous to (0.1) takes the form(0:3) supfk[�R(�)]kk : � > 0; k = 1; 2; : : :g <1:According to the Hille{Yosida generation theorem ([H], p. 238; [Y;1]; [H-P], p. 360;[Y;2], p. 248), a closed operator A from a Banach space X into X is the in�nitesimalgenerator of a bounded one parameter semigroup (S(t))t�0 � L(X) of class C0 if andonly if the domain of A is dense in X , the resolvent set of A contains (0;1), and theresolvent family of A satis�es condition (0.3).The present paper connects the above-mentioned theorems in the framework ofthe theory of linear maps from the Banach space L1(R+) to other Banach spaces,and representations of the convolution algebra L1(R+). The paper contains a shortproof of Widder's theorem in the operator theoretical version going back to B. Hennigand F. Neubrander [H-N]. Then a result is deduced on representing a pseudoresolventwith values in a Banach algebra A as the homomorphic image of the canonical pseu-doresolvent with values in L1(R+). This permits us to establish a connection betweenrepresentations of L1(R+) and one parameter semigroups of operators, leading to a newproof of the Hille{Yosida theorem, and to an almost trivial proof of the Trotter{Katotheorem on approximation of semigroups.The role of L1(R+) in the present paper is analogous to the role of L. Schwartz'sspace of in�nitely di�erentiable rapidly decreasing functions in paper [L] of J. L. Lionsconcerning the semigroups-distributions.Acknowledgements. The author is greatly indebted to Wojciech Chojnacki forhelpful discussions and for drawing the author's attention to the factorization theoremfor representations of Banach algebras. 2



Notation. In the �rst and the second chapter E denotes a Banach space over the�eld K equal either to R or to C . In subsequent chapters E = A, an abstract Banachalgebra, and E = L(X), the Banach algebra of endomorphisms of a Banach space X .Throughout the paperR+ = (0;1); R+ = [0;1); C+ = f� 2 C : Re� > 0g;K+ = R+ if K = R; K+ = C+ if K = C :1. The Widder spaces W (R+;E) and W (C + ;E)Denote byW (R+;E) the Banach space over the �eld K whose elements are in�nitelydi�erentiable functions f : R+ ! E such that kfkW (R+ ;E) <1, wherekfkW (R+ ;E) = sup��k+1k! kf (k)(�)kE : � 2 R+; k = 0; 1; : : :�:If K = C then denote byW (C+ ;E) the complex Banach space of holomorphic functionsf : C+ ! E such that kfkW (C+ ;E) <1, wherekfkW (C+ ;E) = sup� (Re�)k+1k! kf (k)(�)kE : � 2 C+ ; k = 0; 1; : : :�:We call W (R+;E) and W (C+ ;E) the Widder spaces. This is legitimated by Theorem16a, p. 315, in Chapter VII of Widder's book [W], quoted in our Introduction, and alsoby other theorems in the same chapter of [W]. Importance of the Widder spaces forthe generation theory of cosine operator functions and integrated semigroups manifestsitself in the papers of M. Sova [S;1]{[S;4].1.1. Proposition. Suppose that f 2W (R+;E).(A) If K = R then f is real-analytic on R+ and for every � 2 R+ the Taylordevelopment of f with center at � converges to f almost uniformly on the interval(0; 2�).(B) If K = C then f extends to an E-valued function ef holomorphic on C+ suchthat ef 2 W (C+ ;E) and k efkW (C+ ;E) = kfkW (R+ ;E).Proof. (A) We reproduce our proof presented in [B], pp. 282{283 (see the footnoteon p. 281 of [B]). Fix a � 2 R+. By Taylor's formula,f(�) = lXk=0 (�� �)kk! f (k)(�) +Rl+1for every � 2 R+ and l = 0; 1; : : : ; whereRl+1 = �\� (�� �)ll! f (l+1)(�) d�:3



Let M = kfkW (R+ ;E). ThenkRl+1kE �M ���� �\� (�� �)ll! � (l + 1)!�l+2 d����� =M ���� �\�(l+ 1)��� � 1�l d��2 ����= M� j�=��1j\0 (l+ 1)�l d� = M� ������ �� ����l+1;whence liml!1 kRl+1kE = 0 almost uniformly with respect to � on the interval(0; 2�).(B) If K = C and f 2 W (R+;E) then



(�� �)kk! f (k)(�)



E � j�� �jk�k+1 kfkW (R+ ;E)for every � 2 R+ and � 2 C , so that the Taylor series(1:1) 1Xk=0 (�� �)kk! f (k)(�)converges in the norm of E, almost uniformly with respect to � in the discD� = f� 2 C : j�� �j < �g:The sum of this series is an E-valued function holomorphic in D� and, as a consequenceof (A), it is equal to f on (0; 2�) = D� \ R. Since S�>0D� = C+ ; it follows thatf extends uniquely to an E-valued function ef holomorphic on C+ : Since obviouslyk efkW (C+ ;E) � kfkW (R+ ;E); it remains to show that(1:2) k efkW (C+ ;E) � kfkW (R+ ;E):We shall present two proofs of inequality (1.2), the �rst employing Widder's Theorems16a and 16b from pp. 315{316 of [W], and the second based on some direct estimationsof the Taylor series (1.1). Notice that in Corollary 2.3, we shall deduce the Widdertheorems from the case K = R of our Theorem 2.2. Notice also that our proof of thislast case is independent of part (B) of Proposition 1.1.The �rst proof of inequality (1.2). By the Bohnenblust{Sobczyk complex version ofthe Hahn{Banach Theorem ([Y;2], Sec. IV.6, pp. 107{108) it is su�cient to show that(1:3) k� � efkW (C+ ;C) � k� � fkW (R+ ;C)for every C -linear functional � 2 E� such that k�k � 1. But if � 2 E� and k�k � 1then k� � fkW (R+ ;C) � kfkW (R+ ;E) < 1 and hence, by Widder's theorems, there isg 2 L1(R+; C ) such thatkgkL1(R+ ;C ) = ess supt2R+ jg(t)j = k� � fkW (R+ ;C)4



and (� � f)(�) = 1\0 e��tg(t) dt for every � 2 R+:Since �� ef is holomorphic on C+ and �� ef jR+ = ��f , and since the Lebesgue integralT10 e��tg(t) dt exists for every � 2 C+ and depends holomorphically on �, it followsthat (� � ef)(�) = 1\0 e��tg(t) dt for every � 2 C+ :As a consequence, (� � ef)(k)(�) = (�1)k1\0 tke��tg(t) dtand j(� � ef)(k)(�)j � kgkL1(R+ ;C ) �1\0 tke�(Re �)t dt = k� � fkW (R+ ;C) � k!(Re�)k�1for every � 2 C+ , proving (1.3).The second proof of inequality (1.2). Fix � 2 C+ . If � 2 (j�j2(2Re�)�1;1) then� 2 D� and, for k = 0; 1; : : : ;ef (k)(�) = 1Xn=0 (�� �)nn! f (k+n)(�);so that k ef (k)(�)kE � 1Xn=0 j�� �jnn! � (k+ n)!�k+n+1 kfkW (R+ ;E):Hence inequality (1.2) is an immediate consequence of the followingLemma. If � 2 C+ and k = 0; 1; : : : then the series(1:4) 1Xn=0 (k + n)!j�� �jnn!�k+n+1converges for every real � > j�j2(2Re�)�1 and(1:5) lim�!1 1Xn=0 (k + n)!j�� �jnn!�k+n+1 = k!(Re�)k+1 :Proof. Put x = x(�) = j�� �j� :Then limn!1 ns(k + n)!j�� �jnn!�k+n+1 = x(�) limn!1 ns(n + 1)(n+ 2) : : :(n + k)�k+1 = x(�)5



for every � > 0. If � > j�j2(2Re�)�1 then(1:6) 0 < x(�) =s1� 2Re��2 ��� j�j22Re�� < 1;and hence the series (1.4) is convergent by the Cauchy convergence test. Furthermore,if � > j�j2(2Re�)�1 then, as a consequence of (1.6),1Xn=0 (k + n)!j�� �jnn!�k+n+1 = 1�k+1 1Xn=0Dk[xn+k ](1:7) = 1�k+1Dk� xk1� x�= 1�k+1 kXl=0 �kl��Dk�l 11� x�Dl[xk]= k![�(1� x)]k+1 kXl=0 (1� x)ll! Dl[xk];where D stands for the derivation operator ddx . Sincelim�!1 x(�) = 1;it follows that(1:8) lim�!1 kXl=0 (1� x)ll! Dl[xk] = 1:Furthermore, �(1� x) = �� j�� �j = 2�Re�� j�j2� + j�� �j = 2Re�� j�j2�1 + x ;and hence(1:9) lim�!1�(1� x) = Re �:Now, equality (1.5) follows from (1.7), (1.8) and (1.9).2. Representation theorems for elements of Widder spacesConsider the Banach space L1(R+;K) of (the equivalence classes of) K-valued func-tions Lebesgue integrable on R+. The norm of an element ' of L1(R+;K) isk'kL1(R+ ;K ) = 1\0 j'(�)j d�:For every t 2 R+ the characteristic function 1(0;t] of the interval (0; t] is an element ofL1(R+;R). For every � 2 K+ the exponential function �� such that��(�) = e��� for � 2 R+6



is an element of L1(R+;K). Furthermore,the map �� : �! �� belongs to W (K+ ;L1(R+;K))and k��kW (K+ ;L1(R+ ;K )) = 1:It is su�cient to prove the above claim in the case of K = C . To this end, observe that,for every � 2 R+, � 2 C+ and h 2 C n f0g such that jhj < Re �, one hasjh�1(e�(�+h)� � e���) + �e���j = jhj�2���� 1Xk=2 (�h�)k�2k! ����e�(Re �)�� 12 jhj�2e(jhj�Re �)�;whence limCnf0g3h!01\0 jh�1[��+h � ��(�)] + ���(�)j d� = 0for every � 2 C+ ; by the Lebesgue dominated convergence theorem. Hence for every� 2 C+ the complex derivative dd��� exists in the sense of the norm topology ofL1(R+; C ) and � dd����(�) = ����(�) for every � 2 C+ and � 2 R+. It follows that�� is an L1(R+; C )-valued function holomorphic on C+ with derivatives satisfying�� dd��k���(�) = (��)k��(�): As a consequence,



� dd��k��



L1(R+ ;C) = 1\0 �ke�(Re �)� d� = k!(Re�)k+1 ;so that �� belongs to the Widder space W (C+ ;L1(R+; C )) and k��kW (C ;L1 (R+ ;C)) = 1.2.1. Lemma. The set f�� : � 2 R+g is K-linearly dense in L1(R+;K).Proof. Because spanK f1(0;t] : t 2 R+g consists of all the K-valued, left-continuous,piecewise constant functions onR+ with bounded supports, it follows that spanK f1(0;t] :t 2 R+g = L1(R+;K), the closure being taken in the norm topology of L1(R+;K).Hence Lemma 2.1 will follow once it is shown that 1(0;t] 2 spanR f�� : � 2 R+g forevery t 2 R+. To this end, �x any t 2 R+. Since



ekntk! �kn



L1(R+ ;R ) = ekntk!knfor every n = 1; 2; : : : ; the series 1Xk=1(�1)k�1 ekntk! �knis absolutely convergent in the norm of L1(R+;R), and hence its sum pn is in spanR f�� :� 2 R+g. Therefore in order to prove that 1(0;t] 2 spanR f�� : � 2 R+g it is su�cientto show that(2:1) limn!1 kpn � 1(0;t]kL1(R+ ;R ) = 0:7



Since pn(�) = 1� exp(�en(t��));it follows that 0 � pn(�) < 1 for every � 2 R+ andpn(�) = exp(0)� exp(�en(t��)) = 0\�en(t��) exp(u) du < en(t��) < et��for every � 2 (t;1). Hence(2:2) 0 � pn(�) < min(1; et��)for every n = 1; 2; : : : and � 2 R+. Furthermore,(2:3) limn!1 pn(�) = 1(0;t](�) for every � 2 R+ n ftg:Equality (2.1) follows from (2.2) and (2.3) by the Lebesgue dominated convergencetheorem.Remark. The above proof was inspired by the comments on p. 165 of [H-N] concern-ing the Phragm�en real inversion formula for the Laplace{Stieltjes transform. Equality(2.1) is stated there without proof. See also [Y;2], p. 166, Lemma 1.2.2. Theorem. Suppose that f is a function de�ned on K+ and taking values in E.Let M 2 R+. Then the following three conditions are equivalent :(i) f 2 W (K+ ;E) and kfkW (K+ ;E) �M ;(ii) kPji=1 cif(�i)kE �MkPji=1 ci��ikL1(R+ ;K ) whenever j=1; 2; : : : ; (c1; : : : ; cj)2 Kj and (�1; : : : ; �j) 2 (K+)j ;(iii) there exists an operator T 2 L(L1(R+;K);E) such that kTk �M and T (��) =f(�) for every � 2 K+ .Remarks. The equivalence (i),(iii) shows that the map T ! T (��) is an isometricisomorphism of L(L1(R+;K);E) onto W (K+ ;E). An E-valued function f de�ned onK+ belongs to W (K+ ;E) if and only if it may be represented in the form f = T (��),where T 2 L(L1(R+;K);E) and �� is the \canonical" element of W (K+ ;L1(R+;K))discussed above. The importance of such a representation of elements of the Widderspaces was emphasised by B. Hennig and F. Neubrander in [H-N], where the equivalence(i),(iii) is proved in the case of K = R. See [H-N], Section 2, pp. 156{162, in particularLemma 2.3 and Theorem 2.5. The implication (i))(iii) is established in [H-N] (in theproof of Theorem 2.5, p. 160) by means of an argument similar to one in Widder'soriginal proof of his Theorems 16a and 16b in Chapter VII of [W], pp. 315{316. Thisargument is based on Widder's \general representation theorem", i.e. Theorem 11a inChapter VII of [W], p. 303, which is related to the Post{Widder real inversion formulafor the Laplace transform. A similar but easier proof of the implication (i))(iii) inthe case of K = R was presented by A. Bobrowski in [B]. His proof involves another8



\representation theorem", related to the R. S. Phillips real inversion formula for theLaplace transform (see [Ph]; [H-P], p. 223).Proof of Theorem 2.2. In the scheme (i))(ii))(iii))(i) the proofs of (ii))(iii)and (iii))(i) are routine and obvious. Therefore only the proof of (i))(ii) will bepresented. Fix j = 1; 2; : : : ; (c1; : : : ; cj) 2 Kj and (�1; : : : ; �j) 2 (K+)j , and de�neg = jXi=1 ci��i :By Proposition 1.1(A), for f in W (K+ ;E) one hasf(n� ne��=n) = 1Xk=0 e��k=n (�n)kk! f (k)(n)for every n = 1; 2; : : : and � 2 K+ ; so thatjXi=1 cif(n � ne��i=n) = 1Xk=0 g�kn� (�n)kk! f (k)(n):Hence condition (i) implies that


 jXi=1 cif(n� ne��i=n)


E �M 1n 1Xk=0 ����g�kn�����for every n = 1; 2; : : : Condition (ii) follows from this inequality by passing to the limitas n!1. Indeed, limn!1(n� ne��=n) = � for every � 2 C , so thatlimn!1 


 jXi=1 cif(n� ne��i=n)


E = 


 jXi=1 cif(�i)


E :Furthermore,���� 1n 1Xk=0 ����g�kn����� � 


 jXi=1 ci��i


L1(R+ ;K ) ���� = ����1\0 �����g� 1n [n�]������ jg(�)j�d������ jXi=1 jcij1\0 je�i(n��[n�])=n � 1je�(Re �i)� d�� jXi=1 jcijRe�i sup0��<1 je�i�=n � 1j;so that limn!1 1n nXk=0 ����g�kn����� = 


 jXi=1 ci��i


L1(R+ ;K ) :2.3. Corollary (D. V. Widder [W], pp. 315{316, Theorems 16a and 16b). Let fbe a function de�ned on R+ and taking values in K. Then f 2 W (R+;K) if and only9



if there is a K-valued function g Lebesgue measurable and essentially bounded on R+,such that f(�) = 1\0 e���g(�) d� for every � 2 R+:Moreover , if f 2 W (R+;K) and g is as above, then ess sup�2R+ jg(�)j= kfkW (R+ ;K ) .Proof. The space dual to L1(R+;K), i.e. the space L(L1(R+;K);K) of continuouslinear functionals T on L1(R+;K) is isometrically isomorphic to the space L1(R+;K)of (the equivalence classes of) K-valued functions g Lebesgue measurable and essen-tially bounded on R+, equipped with the norm kgkL1(R+ ;K ) = ess sup�2R+ jg(�)j. Theisomorphism is determined by the equalityT (') = 1\0 '(�)g(�) d� for every ' 2 L1(R+;K):See [Y;2], p. 115, Example 3. According to Theorem 2.2, f 2 W (R+;K) if and onlyif there is a linear functional T 2 L(L1(R+;K);K) such that kTk = kfkW (R+ ;K ) andf(�) = T (��) for every � 2 R+. Hence f 2 W (R+;K) if and only if there is g 2L1(R+;K) such that ess sup�2R+ jg(�)j = kfkW (R+ ;K ) and f(�) = T10 ��(�)g(�) d�) =T10 e���g(�) d� for every � 2 R+.2.4. Corollary (W. Arendt [A], p. 329, Theorem 1.1; B. Hennig and F. Neubran-der [H-N], p. 159, Theorem 2.5). Let f be a function on R+ taking values in E, and letM 2 R+. Then(a) f 2 W (R+;K) and kfkW (R+ ;E) �Mif and only if there is a function g de�ned on [0;1) and taking values in E such that(b) g(0) = 0 and kg(�1)� g(�2)kE �M j�1 � �2j for every �1 and �2 in R+; and(c) f(�) = �T10 e���g(�) d� for every � 2 R+.Proof. By Theorem 2.2, condition (a) is equivalent to the existence of a linearoperator T 2 L(L1(R+;R);E) such that kTk �M and(d) f(�) = T (��) for every � 2 R+.According to Lemma 2.3 in [H-N], p. 158, there is one-to-one correspondence betweenfunctions g satisfying (b) and operators T 2 L(L1(R+;R);E) such that kTk � M .This correspondence is determined by the formulasg(�) = T (1(0;�])for every � 2 R+; and T (') = 1\0 '(�) dg(�) = �1\0 '0(�)g(�) d�10



for every ' 2 L1(R+;R) such that '0 2 L1(R+;R). The last equality shows that (c) isequivalent to (d).Remarks. The above proof of Corollary 2.4 coincides with the proof of Theorem2.5 in [H-N], p. 160. Arendt's earlier proof consists in applying linear functionals anddeducing the result from Widder's theorem. Notice that in Corollary 2.4 formula (c)may be replaced by(c0) f(�) = 1\0 e���g0(�) d� for every � 2 R+only in the case when the Banach space E has the Radon{Nikodym property, andthus, in particular, if the Banach space E is re
exive. See [A], p. 331, Theorem 1.4.The \canonical" element �� of W (R+;L1(R+;R)) admits a representation (c) withg(�) = 1(0;�]; i.e. �� = �1\0 e���1(0;�] d� for every � 2 R+:The uniformly lipschitzian map R+ 3 � ! 1(0;�] 2 L1(R+;R) is nowhere di�erentiablein the sense of the norm topology of L1(R+;R): Furthermore, it is impossible to rep-resent f = �� in the form (c0), with a map R+ 3 � ! g0(�; �) 2 L1(R+;R) weaklymeasurable and weakly essentially bounded on R+; and with integral in the sense ofPettis (see [D-U], p. 53). Indeed, by Lemma 2.1, such a representation would lead tothe equality T10 '(�) (�) d� = T10 '(�)[T10 g0(�; �) (�)d�]d� for every ' 2 L1(R+;R)and  2 L1(R+;R); and hence to the conclusion that for every n = 1; 2; : : : theequality cos(n�) = T10 g0(�; �) cos(n�) d� holds for almost every � 2 R+, in the senseof the Lebesgue measure. But the sequence cos(n�), n = 1; 2; : : : ; of elements ofL1(R+;R) converges �-weakly to zero, so that the last equality would imply thatlimn!1 cos(n�) = 0 for almost every � 2 R+: However, this contradicts the Ego-ro� theorem ([Y;2], p. 16), because for every k = 1; 2; : : : and n = 1; 2; : : : the set�x 2 [k�; (k+ 1)�] : jcos(nx)j � 12	 has Lebesgue measure 23�:3. Pseudoresolvents belonging to Widder spaces as homomorphicimages of a canonical pseudoresolventLet A be a Banach algebra over the �eld K. By a pseudoresolvent with values in Ade�ned on K+ we mean any map r : K+ ! A satisfying the resolvent equation(3:1) r(�)� r(�) = (� � �)r(�)r(�)for every � and � in K+ . See [D-S;II], Sec. IX.1; [D-M;C], Sec. XII.5; [Y;2], Sec. VII.4;and Appendix I of the present paper.Example (the canonical pseudoresolvent). The Banach space L1(R+;K) becomesa commutative Banach algebra over the �eld K when the product of any two elements11



' and  of L1(R+;K) is de�ned as the convolution ' �  , so that(' �  )(�) = �\0'(� � �) (�)d� = �\0 (� � �)'(�) d�for � 2 R+. See [P], Sec. 5.1.10; [Y;2], Sec. VI.5. The \canonical" element �� of theWidder spaceW (K+ ;L1(R+;K)) discussed in Section 2 is a pseudoresolvent de�ned onK+ and taking values in the convolution Banach algebra L1(R+;K). Indeed, if � 2 K+ ;� 2 K+ and � 6= �, then[�� � ��](�) = e��� �\0 e(���)� d� = 1� � �(e��� � e��) = 1� � � [�� � ��](�)for � 2 R+. See [D-M;C], p. 223.3.1. Lemma. Let r : K+ ! A be a pseudoresolvent with values in a Banach algebraA over the �eld K. If lim inf�2K+ ; j�j!1 k�r(�)kA < 1 then r vanishes identicallyon K+ .Proof. Suppose that lim inf�2K+ ; j�j!1 k�r(�)kA = � < 1. Then, by the resolventequation (3.1), for every � 2 K+ and � 2 K+ one haskr(�)kA = kr(�) + (�� �)r(�)r(�)kA � k�r(�)kA� 1j�j + j�� �jj�j kr(�)kA�;so that kr(�)kA � �kr(�)kA and hence r(�) = 0.3.2. Theorem. Let A be a Banach algebra over the �eld K and let r : K+ ! A bea pseudoresolvent. Then(3:2) krkW (K+ ;A) = supf(Re�)kk[r(�)]kkA : � 2 K+ ; k = 1; 2; : : :g;the sides of this equality being either both �nite or both equal to 1. Furthermore, forevery M 2 [0;1) the following two conditions are equivalent :(I) r 2 W (K+ ;A) and krkW (K+ ;A) �M ;(II) there is a unique homomorphism of Banach algebras T : L1(R+;K) ! A suchthat kTk �M and T (��) = r(�) for every � 2 K+ :Proof. As a consequence of the resolvent equation (3.1), for every � 2 K+ andk = 0; 1; : : : one has r(k)(�) = (�1)kk![r(�)]k+1whence (3.2) follows. The implication (II))(I) follows from the equivalence (i),(iii)of Theorem 2.2. By the same equivalence, if (I) holds then there is a unique linearoperator T 2 L(L1(R+;K);A) such that kTk �M and T (��) = r(�) for every � 2 K.This T is a homomorphism of a Banach algebras, that is,(3:3) T (' �  ) = T (')T ( )12



for every ' and  in L1(R+;K). Indeed, since according to Lemma 2.1 the set f�� :� 2 K+g is K-linearly dense in L1(R+;K), (3.3) will follow if we check that(3:4) T (�� � ��) = T (��)T (��)for every � 2 R+ and � 2 R+. By continuity, one may assume that � 6= �. But thenT (�� � ��) = T� 1� � � [�� � ��]� = 1�� � [r(�)� r(�)] = r(�)r(�) = T (��)T (��):3.3. Remark. If r is a resolvent such that krkW (K+ ;A) < 1, then r � 0 on K+by Lemma 3.1. If T : L1(R+;K) ! A is a homomorphism such that kTk < 1, thenT = 0. Indeed, for any ' 2 L1(R+;K) one has lim�!1 k��� �'� 'kL1(R+ ;K ) = 0 andhence kT (')kA = lim�!1 kT (���)T (')kA � kTkkT (')kA because k���kL1(R+ ;K ) = 1for every � 2 R+. But the inequality kT (')kA � kTkkT (')kA with kTk < 1 impliesthat T (') = 0. Thus if M 2 [0; 1) then the equivalence (I),(II) in Theorem 3.2 istrivial.3.4. Remark (the Yosida approximation of a homomorphism T ). The implica-tion (I))(II) in Theorem 3.2 may be proved by the following direct argument whichis an adaptation of the proof of Theorem 1, p. 286, from A. Bobrowski's paper [B]to the case of a pseudoresolvent. Let eA be a unital Banach algebra containing A asa subalgebra, such that kak eA = kakA for every a 2 A. (For instance eA = A if Ais unital, eA = fthe unitization of Ag if A is non-unital. See [P], pp. 19{20.) Denoteby " the multiplicative unit of eA. Suppose that condition (I) is satis�ed. FollowingK. Yosida's proof of the Hille{Yosida generation theorem ([Y;1]; [Y;2], pp. 246{248),for every � 2 R+ de�ne the element a� = �2r(�)��" of eA, and consider the exponentialmap R+ 3 t! exp(ta�) = " + 1Xn=1 (ta�)nn! 2 eA:Then exp(ta�) = e��t�"+ 1Xn=1 (�t)nn! (�r(�))n�;and hence condition (I) implies that(3:5) kexp(ta�)k eA �M:As a consequence, for every � 2 R+ there is a linear operator Ta� 2 L(L1(R+;K); eA)such that Ta�(') = 1\0 '(t) exp(ta�) dtfor every ' 2 L1(R+;K), with integral in the sense of Bochner ([D-U], pp. 44{52; [H-P],13



pp. 76{89; [Y;2], pp. 132{136). Inequality (3.5) implies that(3:6) kTa�kL(L1(R+ ;K ); eA) �M:If ' 2 L1(R+;K) and  2 L1(R+;K), thenTa�(' �  ) = 1\0 � t\0'(t� u) (u) du�exp(ta�) dt= \\0�u<10�v<1 '(v) (u) exp((v + u)a�) dv du= \\0�u<10�v<1 '(v) (u) exp(va�) exp(ua�) dv du = Ta�(')Ta�( );so that Ta� : L1(R+;K) ! eA is a homomorphism of Banach algebras. For every � 2 Kand � 2 R+ one hasTa�(��)(�"� a�) = (�"� a�)Ta�(��) = 1\0 e��t(�"� a�) exp(ta�) dt= �1\0 ddt [e��t exp(ta�)] dt = ";so that � belongs to the resolvent set of a� and (�" � a�)�1 = Ta�(��). Further-more, ���+ � = ��2 + j�j2�j�+ �j2 2 K+for every � 2 K+ and � 2 R+; and henceTa�(��) = (�"� a�)�1 = 1�+ ��"� ��� ���+ ��r(�)��1= 1�+ ��"+ ��� ���+ ��r� ���+ ���= 1�+ �"+ � ��+ ��2r� ���+ ��;where the third equality follows from the resolvent equation (3.1). (See [D-M; C], p. 312,formula (4.2).) Hence(3:7) lim�!1 Ta�(��) = r(�)for every � 2 K+ . From (3.6), (3.7) and Lemma 2.1 it follows that as � ! 1the homomorphisms Ta� converge pointwise on L1(R+;K) to a homomorphism T :L1(R+;K) ! eA such that kTk � M and T (��) = r(�) for every � 2 K+ . As aconsequence, T (��) 2 A for every � 2 K+ and hence, by Lemma 2.1, T (') 2 A forevery ' 2 L1(R+;K), so that T is a homomorphism of the convolution Banach algebraL1(R+;K) into the Banach algebra A. 14



4. Representations of the convolution algebra L1(R+;K)and the associated one parameter semigroups of operators4.1. Right translations in L1(R+;K) and convolutions. For every ' 2 L1(R+;K) and t 2 R+ de�ne the right translate of ' by t as the element 't 2 L1(R+;K) suchthat 't(�) = � 0 if � 2 (0; t],'(� � t) if � 2 (t;1).For every t 2 R+ the operator of right translation by t, i.e. the operator Ut : L1(R+;K)3 '! 't 2 L1(R+;K), is an isometry of L1(R+;K) into itself, and the operator family(Ut)t2R+ � L(L1(R+;K)) is a one parameter semigroup of class C0 ([H-P], p. 321; [Y;2],p. 232).If ' and  belong to L1(R+;K) then the L1(R+;K) -valued function t ! '(t)Ut is Bochner integrable on R+ ([D-U], pp. 44{52; [H-P], pp. 76{89; [Y;2], pp. 132{136)and(4:1) 1\0 '(t)Ut dt = ' �  :It follows that if ' 2 L1(R+;K) and t 2 R+ then(4:2) t\0Us'ds = 1\0 1(0;t](s)Us'ds = 1(0;t] � ':Since the function s ! Us' is continuous from R+ to L1(R+;K) with the norm top-ology, it follows from (4.2) that(4:3) Ut' = ddt [1(0;1] � ']for every t 2 R+ and ' 2 L1(R+;K), the derivative being computed in the norm ofL1(R+;K).For every t 2 R+ one has(4:4) k���kL1(R+ ;K ) = 1:If ' 2 L1(R+;K) and !(t) = kUt'�'kL1(R+ ;K ) , then ! is bounded and continuous onR+, and !(0) = 0. From (4.1) and (4.4) it follows thatk��� � '� 'kL1(R+ ;K ) = 


1\0 �e��t(Ut'� ') dt


 � �1\0 e��t!(t) dt� max0�t�� !(t) + 2k'kL1(R+ ;K )e���for every � 2 R+, ' 2 L1(R+;K) and � 2 R+, whence(4:5) lim�!1 k��� � '� 'kL1(R+ ;K ) = 0for every ' 2 L1(R+;K). 15



Equalities (4.4) and (4.5) mean that the net (���)�2R+ (equipped with the usualorder) is a bounded approximate unit ([H-R;II], p. 87; [P], p. 520) in the convolutionBanach algebra L1(R+;K). Thus, if T is a continuous representation of the convolutionalgebra L1(R+;K) on a Banach space X over the �eld K, then(4.6) the set Y = fT (')x : ' 2 L1(R+;K); x 2 Xg is a closed linear subspace of Xby the factorization theorem for representations of Banach algebras ([H-R;II], p. 268,Theorem 32.22; [P], p. 535, Theorem 5.2; see also Appendix II of the present paper).Furthermore, from (4.3) it follows that(4:7) T (Ut') = ddt [T (1(0;t])T (')]for every t 2 R+ and ' 2 L1(R+;K), with the derivative computed in the norm ofL(X).4.2. Theorem. Let T be a continuous representation of the convolution Banachalgebra L1(R+;K) on a Banach space X over the �eld K. Let Y be the closed lin-ear subspace of X de�ned by (4.6). Then there is a unique one parameter semigroup(St)t2R+ � L(Y ) of class C0 such that(4:8) StT (') = T (Ut')for every t 2 R+ and ' 2 L1(R+;K). Furthermore,(4:9) Sty = ddt [T (1(0;t]y]for every t 2 R+ and y 2 Y , the derivative being computed in the norm of X , and(4:10) T (') = lim�!11\0 '(t)StT (���) dtfor every ' 2 L1(R+;K), the limit being taken in the norm topology of L(X ; Y ), andthe integral of the L(X ; Y )-valued function t ! '(t)StT (���) being understood in thesense of Bochner. From (4.9) it follows thatsupt2R+ kStkL(Y ) � kTkL(L1(R+ ;K );L(X)) :Proof. Existence of a semigroup (St)t2R+ � L(Y ) of class C0 satisfying (4.8) and(4.9). According to (4.6) for every y 2 Y there are ' 2 L1(R+;K) and x 2 X such that(4:11) y = T (')x;whence 1s� t [T (1(0;s])y � T (1(0;t])y] = 1s� t [T (1(0;s])T (')x� T (1(0;t])T (')x]for every t 2 R+ and s 2 R+ n ftg. From this equality and from (4.7) it follows thatfor every t 2 R+ and y 2 Y the derivative ddt [T (1(0;t])y] = T (Ut')x exists in the norm16



topology of Y inherited from X . Furthermore,



 1s� t [T (1(0;s])y � T (1(0;t])y]



Y = 1jt� sjkT (1(s^t;s_t])ykY� kTkL(L1(R+ ;K );L(X))kykYand hence 



 ddt [T (1(0;t])y]



Y � kTkL(L1(R+ ;K );L(X))kykY :Thus for every t 2 R+ there exists an operator St 2 L(Y ) satisfying (4.8) and (4.9).Representing an element y 2 Y in the form (4.11) and using (4.8), one concludes that:1o the map R+ 3 t! Sty = T (Ut')x 2 Y is continuous,2o S0y = S0T (')x = T (U0')x = T (') = y,3o St1+t2y = St1+t2T (')x = T (Ut1+t2')x = T (Ut1 [Ut2'])x = St1T (Ut2')x= St1St2T (')x = St1St2y for every t1 2 R+ and t2 2 R+:Hence the operator family (St)t2R+ � L(Y ) is a one parameter semigroup of class C0.Uniqueness of St 2 L(Y ) satisfying (4.8). Suppose that t 2 R+ and St is anoperator in L(Y ) satisfying (4.8). Take any element y 2 Y and represent it in the form(4.11). Then Sty = StT (')x = T (Ut')x and hence, by (4.7),Sty = � ddt [T (1(0;t])T (')]�x = ddt [T (1(0;t])T (')x] = ddt [T (1(0;t])y]:Thus property (4.8) of an operator St 2 L(Y ) implies (4.9), and (4.9) uniquely deter-mines this operator.(4.8))(4.10). If � 2 R+ and ' 2 L1(R+;K), then the functions R+ 3 t !'(t)Ut(���) 2 L1(R+;K) and R+ 3 t ! '(t)T (Ut(���)) 2 L1(X ; Y ) are Bochnerintegrable on R+, andT�1\0 '(t)Ut(���) dt� = 1\0 '(t)T (Ut(���)) dt:From this equality, and from (4.1) and (4.8), it follows thatT (��� � ') = 1\0 '(t)StT (���) dt:This implies (4.10), by virtue of (4.5).4.3. Corollary. Suppose that T : L1(R+;K) ! A is a homomorphism of theconvolution Banach algebra L1(R+;K) into a Banach algebra A over the �eld K. Denoteby B the closure of T (L1(R+;K)) in A. Then B is a commutative Banach subalgebraof A and there is a unique one parameter semigroup (St)t2R+ � L(B) of class C0satisfying (4.8). Furthermore, whenever ' 2 L1(R+;K), then(4.12) T (') is the unique element of B such that T (')b = T10 '(t)Stb dtfor every b 2 B, 17



the integral of the B-valued function t ! '(t)Stb being understood in the sense ofBochner.Proof. Since T (L1(R+;K)) is a commutative subalgebra of A, its closure B isa commutative Banach subalgebra of A. Consider the canonical homomorphism % :B ! L(B): Then eT = % � T is a continuous representation of the convolution Banachalgebra L1(R+;K) on the Banach space B. Theorem 4.1 implies that there is a uniquesemigroup (St)t2R+ � L(B) of class C0 such thatSt eT (')b = eT(Ut')bfor every t 2 R+, ' 2 L1(R+;K) and b 2 B. Applying this to b = T (���), andremembering that T (') 2 B and T (Ut') 2 B, one obtainsStT (��� � ') = St[T (')T (���)] = St eT (')T (���)= eT (Ut')T (���) = T (Ut')T (���) = T (��� �Ut');whence (4.8) follows in virtue of (4.5), by passing to the limit as � ! 1. Thus thereexists a semigroup (St)t2R+ � L(B) of class C0, satisfying (4.8).In order to prove that such a semigroup is unique, observe that (4.8) and (4.3)imply that StT (') = T (Ut') = ddt [T (1(0;t])T (')]for every t 2 R+ and ' 2 L1(R+;K). This equality uniquely determines St on thedense subset T (L1(R+;K)) of B, and hence on B, since St 2 L(B).It remains to prove (4.12). Let ' 2 L1(R+;K) and  2 L1(R+;K): Then, by (4.10)applied to the representation eT and by (4.5), one hasT (')T ( ) = eT (')T ( ) = lim�!11\0 '(t)St eT (���)T ( ) dt= lim�!11\0 '(t)St[T (���)T ( )] dt= lim�!11\0 '(t)StT (��� �  ) dt = 1\0 '(t)StT ( ) dt:This means that the equality T (')b = 1\0 '(t)Stb dtholds for every ' 2 L1(R+;K) and every b in the dense subset T (L1(R+;K)) of B.By continuity with respect to b, the equality remains true for every b 2 B. Supposenow that ' 2 L1(R+;K), c 2 B; and cb = T10 '(t)Stb dt for every b 2 B: Then[c � T (')]b = 0 for every b 2 B, and in particular [c � T (')]T (���) = 0 for every� 2 R+. Hence c�T (') = lim�!1[c�T (')]T (���) = 0; because the net (T (���))�2R+is an approximate unit in the commutative Banach algebra B. This last fact is an18



immediate consequence of (4.5) and of the facts that T (L1(R+;K)) is dense in B andT : L1(R+;K) ! B is a homomorphism of Banach algebras.4.4. Remark concerning the proof of Theorem 3.2 by a method ofW. Chojnacki. Assertion (4.12) is the crucial point in the proof of our Theorem3.2 given by W. Chojnacki in [Ch]. From Lemma 2.1 it follows that the commutativeBanach algebra B considered in Corollary 4.3 may be equivalently de�ned by(4:13) B = spanK fr(�) : � 2 R+g;where r(�) = T (��): In his proof of the implication (I))(II) of Theorem 3.2, W. Choj-nacki assumes (I), de�nes B by (4.13), and considers the pseudoresolvent% � r : R+ ! L(B):Then equality (3.2) implies that(4:14) k([% � r](�))kkL(B) = k%([r(�)]k)kL(B) � k[r(�)]kkB �M��kfor every � 2 R+ and k = 1; 2; : : : Furthermore,lim�!1�%(r(�))r(�) = lim�!1�r(�)r(�) = lim�!1[r(�)� r(�) + �r(�)r(�)] = r(�)for every � 2 R+; by (I) and (3.2). Thus from (4.13) and (4.14) it follows that(4:15) lim�!1�%(r(�))b= bfor every b 2 B: Conditions (4.14) and (4.15) imply that % � r is the resolvent ofa closed densely de�ned operator A from B into B, satisfying the assumptions ofthe Hille{Yosida generation theorem. It follows that there is a unique one parametersemigroup (St)t2R+ � L(B) of class C0 such that kStkL(B) �M for every t 2 R+ and(4:16) r(�)b = %(r(�))b= 1\0 ��(t)Stb dtfor every � 2 R+ and b 2 B. Therefore the formula(4:17) eT (')b = 1\0 '(t)Stb dt;in which ' 2 L1(R+;K) and b 2 B, de�nes a continuous representation eT of theconvolution Banach algebra L1(R+;K) on the Banach space B such that(4:18) eT (��) = %(r(�))for every � 2 R+. Now the main di�culty of Chojnacki's proof arises: one has to passfrom (4.17) to (4.12), i.e. one has to prove that(4.19) for every ' 2 L1(R+;K) there is a unique element T (') of B such thatT (')b = eT (')b for every b 2 B.The di�culty is overcome in [Ch] by showing that if condition (I) of Theorem 3.2 issatis�ed then 19



(4.20) the homomorphism % : B ! L(B) is an isomorphism of B onto a Banachsubalgebra of L(B).This is proved by renorming the Banach algebra A so that the net (�r(�))�2R+ is ametric approximate unit in the Banach algebra B equipped with the new norm ([Ch],p. 4, Theorem 2). As a consequence, % : B ! L(B) is an isometry with respect tothe new norm in B and the corresponding new norm in L(B) ([Ch], p. 3, Proposition1). Thus (4.20) follows, and hence (4.18) and Lemma 2.1 imply (4.19). Since eT is arepresentation of the convolution Banach algebra L1(R+;K) on the Banach space B,(4.19) implies that T : L1(R+;K) ! B is a homomorphism of Banach algebras, andthe implication (I))(II) of Theorem 3.2 is proved.5. The Hille{Yosida theoremLet X be a Banach space, and L(X) the Banach algebra of linear continuous endo-morphisms of X . We will consider a pseudoresolvent on R+ with values in L(X), i.e. amap(5:1) R+ 3 �! R� 2 L(X)satisfying the resolvent equation(5:2) R� �R� = (� � �)R�R�for every � and � in R+. It follows from (5.2) that (R�)�2R+ is a commutative familyof operators, and that the kernel K and range = of R� are both independent of �. See[Y;2], pp. 215{216. The equality(5:3) G = f(x; y) 2 X �X : �R�x� x = R�y for every � 2 R+gde�nes a closed linear subspace of X �X . Following [D-M; XII-XVI], p. 243, we willcall G the extended generator of the pseudoresolvent (5.1). Equation (5.2) implies that(5.4) if x 2 X , y 2 X , and there exists a � 2 R+ such that �R�x� x = R�y,then (x; y) 2 G:Indeed, it follows from (5.2) that if �R�x� x = R�y, thenR�y = [1 + (�� �)R�]R�y = [1 + (�� �)R�][�R�x� x]= �R�x� x+ �(� � �)R�R�x+ (�� �)R�x= �R�x� x+ �(R� �R�)x+ (�� �)R�x = �R�x� xfor every � 2 R+. The domain of the extended generator G is, by de�nition, the set(5:5) D(G) = fx 2 X : there exists y 2 X such that (x; y) 2 Gg:It follows that(5:6) D(G) = =:20



Indeed, if (x; y) 2 G and � 2 R+, then x = R�(�x � y) 2 =. Conversely, if x 2 = and� 2 R+, then x = R�z for some z 2 X , so that �R�x�x = R�y for y = �x�z, whence(x; y) 2 G by (5.4).Appendix I contains a necessary and su�cient condition for a subspace of X �Xto be the extended generator of a pseudoresolvent. If a pseudoresolvent (5.1) is theLaplace transform of a measurable contraction semigroup in a function space, then theextended generator (5.3) coincides with the full generator of the semigroup de�ned in[E-K], pp. 23{24. See also [R-Y], p. 263.If N = f0g then G is the graph of a closed operator from X into X whose resolventset contains R+, and the pseudoresolvent (5.1) is the resolvent of this operator.According to [D-M;C], p. 314, the regularity space of the pseudoresolvent (5.1) is,by de�nition, the linear set(5:7) < = fx 2 X : lim�!1 k�R�x� xk = 0g:It is obvious that(5:8) < � =;where = denotes the closure of = in the norm topology of X . If x 2 < \ K, thenx = lim�!1 �R�x = lim�!1 � � 0 = 0, so that(5:9) < \ K = f0g:From the commutativity of the family of operators (R�), it follows that(5:10) R�< � <for every � 2 R+.According to [Hi], p. 98, and [D-M; C], p. 315, the generator of the pseudoresolvent(5.1) is de�ned to be the operator A from X into X with domain D(A) such that(5:11) x 2 G(A) and y = Ax if and only if lim�!1 k�(�R�x � x)� yk = 0:Denote by G(A) the graph of A. De�nition (5.11) is equivalent to(5:12) G(A) = f(x; y) 2 X �X : lim�!1 k�(�R�x� x)� yk = 0g:It is obvious that(5:13) D(A) � <:Furthermore,(5:14) (X �<) \G � G(A) � (X �=) \G:Indeed, if (x; y) 2 (X�<)\G, then lim�!1 �R�y = y and �R�x�x = R�y for every� 2 R+, so that y = lim�!1 �(�R�x�x) and (x; y) 2 G(A). Hence (X�<)\G � G(A).If (x; y) 2 G(A), then x 2 =, by (5.12) and (5.8), so that �(�R�x � x) 2 = for every� 2 R+; and hence y = lim�!1 �(�R�x � x) 2 =. Furthermore, if (x; y) 2 G(A) and21



� 2 R+, thenR�y = R� lim�!1�(�R�x� x) = lim�!1�(�R�R�x �R�x) = lim�!1�(�R�R�x�R�x)= (�R� � 1) lim�!1�R�x = �R�x� x;by (5.2) and (5.13). Hence G(A) � (X �=) \G.Example. Consider an operator B 2 L(X) such that B2 = 0. The constant mapR+ 3 �! B 2 L(X) is then a pseudoresolvent for which = � K, G = f(�By; y) : y 2Xg and < = f0g.From now on we will make some additional assumptions on the pseudoresolvent(5.1).5.1. Lemma. If lim�!1 kR�xk = 0 for every x 2 X , then = � <.Proof. Let x 2 =. Fix � 2 R+ and choose z 2 X such that x = R�z. Then,by (5.2), �R�x � x = �R�R�z � R�z = �R�R�z � R�z, so that k�R�x � xk �(�kR�k+ 1)kR�zk, and hence lim�!1 k�R�x� xk = 0, which means that x 2 <.5.2. Proposition. If(5:15) lim sup�!1 �kR�kL(X) <1;then(5:16) < = =and(5:17) G(A) = (X �<) \G:Proof. Equalities (5.16) and (5.17) follow at once from (5.8), (5.14), Lemma 5.1and the fact that if (5.15) is satis�ed, then < is closed. To prove this fact, suppose thatx belongs to the closure of <. Then there is a sequence x1; x2; : : : of elements of < suchthat limn!1 kxn � xk = 0. Sincek�R�x� xk � (1 + �kR�k)kxn � xk+ k�R�xn � xnk;it follows that lim sup�!1 k�R�x� xk � (1 + lim sup�!1 �kR�k)kxn � xk;for every n = 1; 2; : : : ; whence lim�!1 k�R�x � xk = 0; i.e. x 2 <.5.3. Corollary. If condition (5.15) is satis�ed then < is a closed linear subspaceof X , and A is a closed operator from X into X with domain and range containedin <. 22



5.4. Proposition. If condition (5.15) is satis�ed and A is treated as an operatorfrom < into < then the resolvent set of A contains R+ and(5:18) (��A)�1 = R�j<for every � 2 R+. Furthermore, D(A) is dense in <.Proof. If x 2 D(A) and � 2 R+, then (x;Ax) � G by (5.14), whence �R�x� x =R�Ax. This means that(5:19) R�(�� A)x = x for every � 2 R+ and x 2 D(A):If x 2 < and � 2 R+, then, by Lemma 5.1 and Proposition 5.2, R�x 2 = � < and(R�x; �R�x � x) 2 (X � <) \ G = G(A), so that R�x 2 D(A) and (� � A)R�x =�R�x�AR�x = �R�x� [�R�x� x] = x. Hence(5:20) R�x 2 D(A) and (��A)R�x = x for every � 2 R+ and x 2 <:From (5.19) and (5.20) it follows that if A is treated as an operator from < into <, thenthe resolvent set of A contains R+ and (5.18) holds. As a consequence, if x 2 < then�R�x 2 D(A) for every � 2 R+ and hence x = lim�!1 �R�x belongs to the closure ofD(A), proving that D(A) is dense in <.5.5. Theorem. Let X be a Banach space (over the �eld K which is either R or C ),and L(X) the Banach algebra of linear continuous endomorphisms of X: Suppose thatthe map R+ 3 �! R� 2 L(X) is a pseudoresolvent such that(5:21) supf�kkRk�kL(X) : � 2 R+; k = 1; 2; : : :g =M <1:Let A be the generator of this pseudoresolvent , < its regularity space, and = the rangeof R� (independent of �). Then:1o there is a unique continuous representation T of the convolution Banach algebraL1(R+;K) on the Banach space X such that kTkL(L1(R+ ;K );L(X)) =M and T (��) = R�for every � 2 R+; where ��(�) = e��� for � 2 R+;2o < = = = fT (')x : ' 2 L1(R+;K); x 2 Xg;3o there is a unique semigroup (St)t2R+ � L(<) of class C0 such that kStkL(<) �Mand StT (') = T (Ut')for every t 2 R+ and ' 2 L1(R+;K), where Ut 2 L(L1(R+;K)) is the operator of righttranslation by t;4o T (') = lim�!1T10 '(t)St�R� dt for every ' 2 L1(R+;K), with limit in thenorm topology of L(X ;<), the integral of the L(X ;<)-valued function being understoodin the sense of Bochner ;5o the domain and the range of A are contained in <, and A is the in�nitesimalgenerator of the semigroup determined in 3o.23



Proof.Assertion 1o follows from Theorem 3.2 and Proposition 1.1(B). The equality< = = in 2o follows from Proposition 5.2. From 1o and Lemma 2.1 it follows that, forevery � 2 R+, = = T (��)X � T (L1(R+;K))X � =, and hence T (L1(R+;K))X = =,by (4.6). Assertion 2o is thus proved. Assertions 3o and 4o follow from 1o, 2o, andTheorem 4.2.It remains to prove 5o. From (5.21), Corollary 5.3 and Proposition 5.4 it followsthat the domain and range of A are contained in <, and equality (5.18) holds whenA is treated as an operator from < into <. Assertions 1o and 4o, and equality (5.18)imply that(5:22) (�� A)�1x = 1\0 e��tStx dtfor every � 2 R+ and x 2 <. The integrand R+ 3 t ! e��tStx 2 < in (5.22) iscontinuous in the norm topology of <, and is absolutely integrable on R+, so that theintegral may be understood either in the sense of Bochner or as an improper Riemannintegral. Following [D-S;I], Sec. VII.1, notice that1h (Sh � 1)1\0 e��tStx dt = 1\0 e��tSt 1h(Sh � 1)x dt(5:23) = e�h � 1h 1\0 e��tStx dt� e�t 1h h\0 e��tStx dtfor every h 2 R+, � 2 R+ and x 2 <. Let eA be the in�nitesimal generator of thesemigroup (St)t2R+ . By a passage to the limit as h # 0, from (5.23) it follows that1\0 e��tSt(�� eA)x dt = x for every � 2 R+ and x 2 D( eA);and1\0 e��tStx dt 2 D( eA) and (�� eA)1\0 e��tStx dt = x for every � 2 R+ and x 2 <:These equalities mean that R+ is contained in the resolvent set of eA, and(5:24) (�� eA)�1x = 1\0 e��tStx dtfor every � 2 R+ and x 2 <. See [D-S;I], Sec. VIII.1, Theorem 11. From (5.22) and(5.24) it follows that A = eA.5.6. Corollary (see [D-M;C], Sec. XIII.1.4, p. 311). Let the map R+ 3 �! R� 2L(X) be a pseudoresolvent with regularity space < and generator A. Let M 2 [1;1).Then the following two conditions are equivalent :24



(a) there is a unique semigroup (St)t2R+ � L(X) of class C0 such that kStk � Mfor every t 2 R+ and R�x = 1\0 e��tStx dtfor every � 2 R+ and x 2 X ;(b) supf�kkRk�k : � 2 R+; k = 1; 2; : : :g �M and < = X.If these conditions are satis�ed , then the resolvent set of A containsR+, R� = (��A)�1for every � 2 R+, and A coincides with the in�nitesimal generator of the semigroup(St)t2R+ .Proof. Condition (a) and equality (0.2) imply that:1o lim�!1 �R�x = lim�!1 �T10 e��tStx dt = S0x = x for every x 2 X , whichmeans that < = X ,2o Rk�x = (�1)k�1(k � 1)!R(k�1)� x = (�1)k�1(k � 1)! � dd��k�11\0 e��tStx dt= 1(k � 1)! 1\0 tk�1e��tStx dtfor every � 2 R+ and x 2 X , whence kRk�k �M 1(k�1)! T10 tk�1e��t dt =M 1�k .This proves that (a) implies (b). The converse implication and the statements concern-ing A follow from Theorem 5.5.5.7. Corollary (the Hille{Yosida theorem). Let A be a linear operator from Xinto X with domain D(A). Let M 2 [1;1). Then the following two conditions areequivalent :(A) A is the in�nitesimal generator of a semigroup (St)t2R+ � L(X) of class C0such that kStk �M for every t 2 R+;(B) D(A) is dense in X , A is a closed operator from X into X with resolvent setcontaining R+, andsupf�kk(�� A)�kk : � 2 R+; k = 1; 2; : : :g �M:Proof. (A))(B). If condition (A) is satis�ed then, according to Theorem 11 of Sec.VIII.1 of [D-S;I] (i.e. similarly to our equality (5.24)), the resolvent set of A containsR+, and(5:25) (�� A)�1x = 1\0 e��tStx dtfor every � 2 R+ and x 2 X . It follows that the operator A is closed, and T10 e��tStx dt2 D(A) for every x 2 X and � 2 R+, whence x = lim�!1 �T10 e��tStx dt 2 D(A),showing that D(A) is dense in X . The estimate of the norm of (��A)�k follows from25



(5.25) and from the inequality supt2R+ kStk � M by an argument similar to the oneused in the proof of Corollary 5.6.(B))(A). Suppose that (B) holds and for every � 2 R+ de�ne R� = (� � A)�1.Then the map R+ 3 � ! R� 2 L(X) is a resolvent such that supf�kkRk�k : � 2 R+,k = 1; 2; : : :g � M . Furthermore, by Proposition 5.2, the regularity space of thisresolvent is < = = = (�� A)�1X = D(A) = X . Thus condition (b) from Corollary 5.6is satis�ed, and so, according to the implication (b))(a), there is a unique semigroup(St)t2R+ � L(X) of class C0 such that kStk �M for every t 2 R+, and equality (5.25)holds for this semigroup and for the operator A satisfying (B). Theorem 11 from Sec.VIII.1 of [D-S;I] implies that an analogous equality holds for the same semigroup andfor its in�nitesimal generator. Therefore this in�nitesimal generator is equal to A.5.8.Corollary (a version of the Trotter{Kato approximation theorem; [E-K], Sec.1.6; [Y;2], Sec. IX.12). Let M 2 [1;1). Suppose that for every n = 0; 1; : : : the mapR+ 3 � ! R�;n 2 L(X) is a pseudoresolvent with regularity space <n and generatorAn such that(i) supf�kkRk�;nkL(X) : � 2 R+; k = 1; 2; : : : ; n = 0; 1; : : :g �M ,(ii) there is �0 2 R+ such that limn!1 kR�0;nx�R�0;0xkX = 0 for every x 2 X.Then, according to Theorem 5.5, condition (i) implies that , for every n = 0; 1; : : : ; <nis a closed subspace of X and there is a unique semigroup (St;n)t2R+ � L(<n) of classC0 with in�nitesimal generator An such thatsupt2R+ kSt;nkL(<n) �M:Furthermore, the conjunction (i) & (ii) implies that1o for every x0 2 <0 there is a sequence x1; x2; : : : such that xn 2 <n for everyn = 1; 2; : : : and limn!1 kxn � x0kX = 0;2o if x0; x1; : : : is a sequence such that xn 2 <n for every n = 0; 1; : : : andlimn!1 kxn � x0kX = 0, then, for every a 2 R+,limn!1 sup0�t�a kSt;nxn � St;0x0kX = 0:Proof. Suppose that conditions (i) and (ii) are satis�ed. By Theorem 5.5 for everyn = 1; 2; : : : there is a continuous representation Tn of the convolution Banach algebraL1(R+;K) on the Banach space X such that:(a) fTn(')x : ' 2 L1(R+;K); x 2 Xg = <n,(b) kTnkL(L1(R+ ;K );L(X;<n )) �M;(c) Tn(��) = R�;n for every � 2 R+,(d) St;nTn(') = Tn(Ut') for every t 2 R+ and ' 2 L1(R+;K).26



Condition (i) implies thatR�;n = R�;n(1� (�� �)R�;n)�1 = R�;n + 1Xk=1(�� �)kRk+1�;nfor every � 2 R+ and � 2 (0; 2�), the series being absolutely convergent in L(X),and its terms having the estimate k(�� �)kRk+1�;n kL(X) � 1� j�� � 1jk independent of n.Therefore (i) & (ii) implies that(e) limn!1 kR�;nx� R�;0xkX = 0 for every � 2 R+ and x 2 X .From (b), (c), (e) and Lemma 2.1 it follows that(f) limn!1 kTn(')x� T0(')xkX = 0 for every ' 2 L1(R+;K) and x 2 X .1o. If x0 2 <0, then, by (a), there are ' 2 L1(R+;K) and x 2 X such thatx0 = T0(')x. From (a) and (f) it follows that if xn = Tn(')x, then xn 2 <n andlimn!1 kxn � xkX = 0.2o. Let x0; x1; : : : be a sequence with xn 2 <n (n = 0; 1; : : :) and limn!1 kxn�x0kX= 0. By (a) there are ' 2 L1(R+;K) and x 2 X such that T0(')x = x0. As aconsequence of (a) and (d),St;nxn � St;0x0 = St;n(xn � Tn(')x) + St;nTn(')x� St;0T0(')x= St;n(xn � Tn(')x) + Tn(Ut')x� T0(Ut')x;so that(g) kSt;nxn � St;0x0kX �Mkxn � x0kX +MkTn(')x� T0(')xkX+ kTn(Ut')x� T0(Ut')xkX :If a 2 R+, then fUt' : 0 � t � ag is a compact subset of L1(R+;K), and hence from(b) and (f) it follows that(h) limn!1 sup0�t�a kTn(Ut')x� T0(Ut')xkX = 0:Assertion 2o follows from (g) and (h).Appendix I. Pseudoresolvents and their extended generatorsLet A be an algebra over a commutative �eld K. By a pseudoresolvent with valuesin A de�ned on a non-empty subset � of K we mean a map r : �! A such that(i) r(�)� r(�) = (� � �)r(�)r(�)for every � 2 � and � 2 �. It follows that the range of a pseudoresolvent r : � ! Aconsists of mutually commuting elements of A.I.1. Proposition. Every pseudoresolvent has a unique maximal extension to apseudoresolvent. 27



Proof. Consider the binary relations! and � on K�A such that if (�; a) 2 K�Aand (�; b) 2 K �A, then (�; a)! (�; b) � a� b = (� � �)aband (�; a) � (�; b) � (�; a)! (�; b) and (�; b)! (�; a):An equivalent de�nition of � is(�; a) � (�; b) � (�; a)! (�; b) and ab = ba:Suppose that (�; a), (�; b) and (�; c) belong to K�A, (�; a)! (�; b) and (�; b)! (�; c).Then b = a+ (�� �)ab = c+ (� � �)bc, so that a� c = [a� b] + [b� c] = (�� �)ab+(� � �)bc = (�� �)a[c+ (� � �)bc]+ (� � �)[a+ (�� �)ab]c = (� � �)ac, which meansthat (�; a) ! (�; c). Thus ! is transitive, and hence � is an equivalence. It followsthat(ii) if r : �! A is a pseudoresolvent, �0 2 �, � 2 � and a 2 A then a = r(�) if andonly if (�; a) � (�0; r(�0)).As a consequence of (ii), if r : �! A is a pseudoresolvent and �0 is any element of �,then the graph of r is equal to the setf(�; a) 2 ��A : (�; a) � (�0; r(�0))g;while the graph of the maximal extension of r to a pseudoresolvent is the whole equi-valence class f(�; a) 2 K � A : (�; a) � (�0; r(�0))g:By a maximal pseudoresolvent we mean a pseudoresolvent which is equal to itsmaximal extension to a pseudoresolvent.I.2. Proposition. If K = R or K = C and A is a Banach algebra over the �eldK, then every maximal pseudoresolvent with values in A is an analytic function de�nedon an open subset of K.Proof. Let r : �! A be a maximal pseudoresolvent. If r(�) = 0 for some � 2 �,then r � 0 on � and hence � = K, because r : � ! A is maximal. Thus we arereduced to proving the proposition under the additional assumption that r(�) 6= 0 forevery � 2 �. Suppose that r : �! A is a maximal pseudoresolvent such that r(�) 6= 0for every � 2 �. Take any �0 2 � and let B = f� 2 K : j� � �0j < kr(�0)k�1g.For every � 2 B one has k(�0 � �)k[r(�0)]k+1k � kr(�0)k�k� for k = 1; 2; : : : ; where�� = j���0jkr(�0)k 2 (0; 1). Hence for every � 2 B the series r(�0)+(�0��)[r(�0)]2+(�0 � �)2[r(�0)]3 + : : : is absolutely convergent and its sum s is an element of A suchthat s � r(�0) = (�0 � �)sr(�0) = (�0 � �)r(�0)s, i.e. (�; s) � (�0; r(�0)). Since thepseudoresolvent r : �! A is maximal, it follows that B � � andr(�) = r(�0) + (�0 � �)[r(�0)]2 + (�0 � �)2[r(�0)]3 + : : : for every � 2 B:28



Suppose now that X is a Banach space over the �eld K (R or C ). Denote by L(X)the Banach algebra of continuous linear endomorphisms of X . Let ; 6= � � K andsuppose that the map(iii) � 3 �! R� 2 L(X)is a pseudoresolvent, i.e.(iv) R� �R� = (� � �)R�R�for every � 2 � and � 2 �: Then (R�)�2� is a commutative family of operators.Furthermore, the kernel N and the range = of R� are both independent of � 2 �. See[Y;2], pp. 215{216. De�ne(v) G(R�) = f(x; y) 2 X �X : �R�x� x = R�y for every � 2 �g:Then G(R�) is a closed subspace of X �X . Following [D-M;XII-XVI], p. 243, we callG(R�) the extended generator of the pseudoresolvent (iii). It is easy to prove that,similarly to (5.4),(vi) G(R�) = f(x; y) 2 X �X : there exists � 2 � such that �R�x� x = R�yg:I.3. Theorem. Let ; 6= � � K and let G be a closed linear subspace of X � X.Then the following two conditions are equivalent :(vii) G is the extended generator of a pseudoresolvent with values in L(X) de�nedon �,(viii) for every � 2 � and every x 2 X there exists exactly one y 2 X such that(y; �y � x) 2 G.Furthermore, if condition (viii) is satis�ed then the pseudoresolvent � 3 � ! R� 2L(X) with extended generator G is unique, and , for every � 2 �, x 2 X and y 2 X ,(ix) y = R�x if and only if (y; �y� x) 2 G:Proof. Step 1: G = G(R�)) (ix): Suppose that G = G(R�). Take any � 2 � andx 2 X . If y = R�x, then �R�y � y = R�(�y � x), whence (y; �y � x) 2 G, accordingto (v). Conversely, if (y; �y � x) 2 G, then, again by (v), �R�y � y = R�(�y � x), i.e.y = R�x.Step 2: G = G(R�)) (viii): Indeed, according to Step 1, the equality G = G(R�)implies (ix), and (ix) implies (viii).Step 3: If condition (viii) is satis�ed then for every � 2 � there is exactly oneoperator R� 2 L(X) such that(x) G = f(x; y) 2 X �X : �R�x� x = R�yg:Indeed, if (viii) is satis�ed, then for every � 2 � there is a unique map R� : X ! Xsuch that(xi) (R�x; �R�x� x) 2 G29



for every x 2 X . Since G is a closed linear subspace of X�X , it follows that R� : X !X is linear and closed. Hence the closed graph theorem ([D-S;I], Sec. II.2, Theorem4; [Y;2], Sec. II.6, Theorem 1) shows that R� 2 L(X). If (x; y) 2 G and � 2 �, then(x; �x�(�x�y)) 2 G, whence, according to (xi), R�(�x�y) = x, i.e. �R�x�x = R�y.Conversely, if �R�x � x = R�y, then x = R�(�x � y), whence, according to (xi),(x; y) = (x; �x� (�x� y)) = (R�(�x� y); �R�(�x� y)� (�x� y)) 2 G. Thus the mapR� : X ! X de�ned by (xi) belongs to L(X) and satis�es (x). Furthermore, for every� 2 � the operator R� 2 L(X) satisfying (x) is unique. Indeed, if R� satis�es (x) then(R�(�x� y); �R�(�x� y)� (�x� y)) = (x; y) for every (x; y) 2 G, whence, by (viii),R� is uniquely determined on the set f�x� y : (x; y) 2 Gg. Thus the uniqueness of R�satisfying (x) follows from the fact that if condition (viii) holds, then(xii) f�x� y : (x; y) 2 Gg = Xfor every � 2 �. For the proof of (xii) take any � 2 � and z 2 X . By (viii) there isx 2 X such that (x; �x�z) 2 G, so that, if y = �x�z, then (x; y) 2 G and �x�y = z.Step 4: The map � 3 � ! R� 2 L(X) determined in Step 3 is a pseudoresolventsuch that G(R�) = G. Indeed, let � 2 �, � 2 � and x 2 X . De�ne y = R�x, z =�R�x�x. Then �R�y�y = R�z, and hence, by Step 3, (y; z) 2 G. Furthermore, since(y; z) 2 G, again by Step 3, it follows that �R�y � y = R�z. Hence �R�R�x� R�x =�R�y� y = R�z = �R�R�x�R�x, so that R�x�R�x = (���)R�R�x, proving thatthe map � 3 � ! R� 2 L(X) is a pseudoresolvent. The equality G(R�) = G followsnow from (x) and (vi).Remark. If G is a linear subspace of X �X andD(G) = fx 2 X : there is y 2 X such that (x; y) 2 Gg;then G may be treated as a multivalued operator with domain D(G) which to everyx 2 D(G) assigns the set G(x) = fy 2 X : (x; y) 2 Gg:If G = G(R�) is the extended generator of a pseudoresolvent (iii), then D(G) = = and,as a consequence of (ix) and (v), R� = (��G)�1 for every � 2 �, in the sense that1o �R�x� G(R�x) = x+K for every x 2 X;2o R�(�x� G(x)) = fxg for every x 2 =.Appendix II. Factorization theorem for representationsof Banach algebrasConsider a Banach algebra A with left approximate unit bounded by a numberM 2 [1;1), and a continuous representation T of A on a Banach space X . A leftapproximate unit for A is, by de�nition, a net (e�)�2I � A such that lim� ke�a�akA = 0for every a 2 A. Boundedness by M means that ke�kA � M for every � 2 =. Noticethat an approximate unit cannot be bounded by a number strictly less than 1.30



Let T (A)X = fT (a)x : a 2 A; x 2 Xg;and denote by spanT (A)X the set of �nite linear combinations of elements of T (A)X ,and by spanT (A)X its closure in X . Since (e�)�2I is a left approximate unit for A, andthe representation T is continuous, it follows that(�) lim� supa2B ke�a� akA = 0for every �nite subset B of A, and���� lim� supy2C kT (e�)y � ykX = 0for every �nite subset C of spanT (A)X . Since the left approximate unit (e�)�2I isbounded, the equalities (�) and ���� remain true for every compact subset B of A, andevery compact subset C of spanT (A)X .Lemma. Let A be a Banach algebra with left approximate unit bounded by M 2[1;1), and let T be a continuous representation of A on a Banach space X. For everyy 2 spanT (A)X , every " > 0, and every sequence �1; �2; : : : of strictly positive numbers ,there is a sequence e1; e2; : : : of elements of A such that :(i) kenkA �M for every n = 1; 2; : : : ;(ii) kT (en)y � ykX < �n for every n = 1; 2; : : : ;(iii) keneik : : :ei1 � eik : : :ei1kA < "=2n�1 whenever n = 2; 3; : : : ; k = 1; : : : ; n� 1and 1 � i1 < : : : < ik < n,(iv) keik : : : ei1kA < M + " whenever k = 1; 2; : : : and 1 � i1 < : : : < ik.Proof. Suppose that y 2 spanT (A)X , " > 0, and �n > 0, n = 1; 2; : : : ; are given.A sequence en, n = 1; 2; : : : ; satisfying (i){(iii) will be de�ned inductively. By ����, thereis e1 2 A such that ke1k � M and kT (e1)y � yk < �1. If n > 1 and e1; : : : ; en�1 arealready de�ned, then feik : : : ei1 : k = 1; : : : ; n � 1; 1 � i1 < : : : < ik < ng is a �nitesubset of A, and hence, by (�) and ����, there exists en 2 A satisfying (i), (ii) and (iii).Property (iv) follows from (i) and (iii), because if k � 2 and 1 � i1 < : : : < ik, thenkeikeik�1 : : : ei1k � kei1k+ kXm=2 keimeim�1 : : : ei1 � eim�1 : : :ei1k�M + kXm=2 "2m�1 < M + ":The Factorization Theorem ([H-R;II], p. 268, Theorem 32.22; [P], p. 535, The-orem 5.2). Let A be a Banach algebra with left approximate unit bounded byM 2 [1;1),and let T be a continuous representation of the algebra A on a Banach space X. Then:(I) T (A)X is a closed linear subspace of X , i.e. T (A)X = spanT (A)X ,31



(II) for every y 2 T (A)X and every � > 0 there are a 2 A and x 2 T (A)y such thatkakA �M , kx� ykX � � and T (a)x = y.Remark. Condition (II) is equivalent to(III) for every y 2 T (A)X and every " > 0 there are a 2 A and x 2 T (A)y suchthat kakA �M + "; kx� ykX � ", and T (a)x = y.Indeed, obviously (II) implies (III). Conversely, if (III) holds, then, given y 2 T (A)Xand � > 0 choose " > 0 so small that "M�1(kyk+M +") � �. By (III), there are a 2 Aand x 2 T (A)y such that kak �M + ", kx� yk � " and T (a)x = y. De�ne ea = MM+"a,ex = M+"M x. Then T (ea)ex = T (a)x = y, keak �M andkex� yk � kex� xk+ kx� yk = "M kxk+ kx� yk� "M kyk+ M + "M kx� yk � "M�1(kyk+M + ") � �:Finally, notice that if A is a unital Banach algebra with unit e, then [T (e)]2 = T (e), sothat T (e) is a continuous projection of X onto its closed subspace Y = T (e)X , whence(I) T (A)X = Y and (II) y = T (e)y for every y 2 T (A)X . Thus the factorizationtheorem is trivial for unital Banach algebras.Proof of the factorization theorem. Suppose that the assumptions of the the-orem are satis�ed, the Banach algebra A being non-unital. Let Au be the unitizationof A ([H-R;I], p. 470, Theorem C.3; [P], pp. 18{20). This means that Au is the unitalBanach algebra such that:1o as a linear space, Au is equal to the direct sum K + A, where K is the �eld ofscalars of A,2o Au = K +A is equipped with the norm k kAu such that k�+ akAu = j�j+ kakAfor every � 2 K and a 2 A,3o multiplication in Au is de�ned by (�+ a)(�+ b) = �� + (�a + �b+ ab), where�; � 2 K and a; b 2 A.The unit in Au is 1 = 1 + 0 2 K + A. Let eT be the continuous representation of theBanach algebra Au on the Banach space X , such thateT (�+ a) = �1 + T (a)for every �+ a 2 Au, where 1 2 L(X) is the identity operator.Statement (I) of the factorization theorem will follow once we show that for everyy 2 spanT (A)X there exist � 2 (0; 1) and a sequence a1; a2; : : : of elements of A suchthat the elements bn = (1 � �)n + an of Au are invertible and both the limits belowexist:(1) limn!1 bn = limn!1 an = a 2 A32



and(2) limn!1 eT (b�1n )y = x:Indeed, since bn 2 Au are invertible,(3) T (an) eT (b�1n )y = eT (bn)eT(b�1n )y � (1� �)n eT(b�1n )y = y � (1� �)n eT (b�1n )yfor every n = 1; 2; : : : ; whence(4) T (a)x = y;by (1) and (2), proving that spanT (A)X � T (A)X . Moreover, statement (II), or (III),may be deduced from some additional properties of the elements an and eT (b�1n )y.The above idea of the proof goes back to P. Cohen [C], who used the formulas(5) bn = (1� �)n + an; an = � nXk=1(1� �)k�1ek ;with some � 2 (0; 1) and ek 2 fe� : � 2 Ig. See [C], the last line of p. 200, where� = 
. Formulas (5) are also used in the proofs of the factorization theorem presentedin [H-R;II] and [P]. See [H-R;II], p. 266, Lemma 32.21, where � = 12d+1 ; [P], p. 536,where � = P2M = 12M+1 .If the elements an are de�ned by (5), then the existence of the limit (1) withkakA � M is evident, but the proof of existence of the limit (2) is troublesome. Wewill use another construction of an 2 A and bn = (1 � �)n + an 2 Au, going back toM. Altman [A;1]{[A;3].In order to prove statements (I) and (III), suppose that y 2 spanT (A)X and " > 0are given. Fix any � 2 �0; 1M+1� and for every n = 1; 2; : : : de�ne(6) �n = "�k eTk�1� �(M + 1)2 �n:Then take a sequence e1; e2; : : : of elements of A satisfying conditions (i){(iv) of theLemma, and for every n = 1; 2; : : : de�ne(7) bn = (1� � + �en)(1� � + �en�1) : : :(1� � + �e1):Then bn 2 Au and(8) bn = (1� �)n + an;where(9) an = nXk=1 �k(1� �)n�k� X1�i1<:::<ik�n eikeik�1 : : :ei1� 2 A:Since � 2 �0; 1M+1�, from (i) it follows that k�enkA < MM+1 < 1� �, so that



 �1� � en



A < 133



for every n = 1; 2; : : :As a consequence, for every n = 1; 2; : : : the element 1��+�en =(1 � �)�1 � ���1en� of Au is invertible, and its inverse is the sum of the absolutelyconvergent series(1� � + �en)�1 = 11� ��1 + �� � 1en + � �� � 1en�2 + : : :�;so that k(1� � + �en)�1kAu � 11� ��1 + �M1� � + � �M1� ��2 + : : :�= 11� � � 11� �M1�� = 11� �(M + 1) :As a consequence, every element bn 2 Au has inverse b�1n 2 Au such that(10) kb�1n kAu � (1� �(M + 1))�n:Existence of the limit (1) and the inequality kakA � M + ". According to (7), (8)and (9),bn+1 � bn= (1� � + �en+1)bn � bn = �(en+1bn � bn)= �(1� �)n(en+1 � 1) + � nXk=1 �k(1� �)n�k� X1�i1<:::<ik�n(en+1 � 1)eik : : :ei1�;whence, by (i) and (iii),kbn+1 � bnkAu � �(1� �)n(M + 1) + � nXk=1 �k(1� �)n�k�nk� "2n< �(M + 1)(1� �)n + � "2n :Since � 2 �0; 1M+1� it follows that the series P1n=1 kbn+1 � bnkAu is convergent, andhence both the sequences b1; b2; : : : and a1; a2; : : : converge to the common limit a.Furthermore, from (9) and (iv) it follows thatkankA � nXk=1 �k(1� �)n�k�nk�(M + ") < M + "for every n = 1; 2; : : : ; whence kakA �M + ".Existence of the limit (2) with x 2 T (A)y and kx � ykX � ". De�ne x0 = y,xn = eT (b�1n )y for n = 1; 2; : : : Then, according to (7),xn � xn�1 = eT (b�1n )[y � eT (1� � + �en)y] = � eT (b�1n )[y � T (en)y];so that, by (10), (ii) and (6),kxn � xn�1kX � �k eT k(1� �(M + 1))�n�n = "2n34
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